
Utilizing Machine Modeling to Predict Pathogenicity in 
Mutagens Leading to Hereditary Cataract

Introduction

Support Vector Classifier
Support Vector Classifier models work by creating a hyperplane that is farthest 
away from data points on either side and separates the data into classes. 

The kernel is a specific function used to find the dot product of the x and y 
vectors. Different data sets may produce more accurate results using different 
kernels that can better separate the data.

After experimentation the radial bias function (rbf) kernel was found to be 
optimal for both accuracy and F1-score. When applied to the correct variables, 
the SVC classifier had an average accuracy of around 96% with an F1-score of 
around 97%. Listed below are the top five performing SVC models.

Variable Selection
In order to identify which variables would be the most useful at determining the 
pathogenicity of mutations, an exploratory data analysis was conducted. The EDA identified 
three main variables of interest: isoelectric point, solvent area, and evolution age as pdel. 
The isoelectric point is the pH value in which a protein has net electrical charge of zero. 
Next, relative solvent area measures the amino acid's accessibility to surrounding solvents 
(mostly water). Lastly, the evolutionary age as pdel is a standardized measurement of the 
amount of time an amino acid mutated from its original state.

Isoelectric point has the most predictive power out of all of the other variables. It clearly 
separates the data between the positive and negative groups in a nonlinear split. Besides a 
few outliers, the negative group’s isoelectric points remain at about 6.76 (original state). 
Conversely, the positive group is separated into areas of higher and lower pH compared to 
the negative group; specifically the pH of the positive groups ranges from 7.2 to 6.5.

Negative values in red. Positive values in green.

Classifier Selection
In order to identify which classifier should be used in the final prediction model, a 
variety of different classifiers were tested against each other. The K-Nearest Neighbor, 
Adaptive Boosting, and Support Vector Classifier all had around equal accuracy. After 
further testing, SVC was selected due to its fast runtime and high predictability.

Results and Conclusion
Using the SVC classifier with isoelectric point and pdel as covariates, a prediction tool was 
created that would be able to predict the likelihood of a mutation being pathogenic given its 
biochemical characteristics. We tested our prediction tool with a new data set from the 
Biotechnology class. The results from this test are shown below:

There were two false negatives for indexes P20S and A171T that were outliers of the 
isoelectric point. These outliers were consistent across every data set and were the reason 
why the machine learning models were not at 100% accuracy. However, overall, the model 
was still very accurate; pathogenicities were predicted with an average confidence of 0.93 
for each observation.

The prediction tool shown above is in the public domain and is available for any researcher 
to use in the future.
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Hereditary cataracts are a rare condition in which cataracts develop at an unusually young age as 
a result of mutations to the αB-crystallin protein. There is very little conclusive information 
surrounding what causes specific genetic mutations to be pathogenic. Thus, the goal of this 
project was to identify a machine learning model that could predict whether an αB-crystallin 
mutation was pathogenic through its biochemical characteristics and create a prediction tool for 
future researchers to utilize, while simultaneously gathering more information about the role of 
such characteristics in causing hereditary cataracts.
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